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Abstract: Twitter, one of the most popular microblogging platforms, has tens of millions of active

users worldwide, generating hundreds of millions of posts every day. Twitter posts, referred to as

“tweets”, the short and the noisy text, bring many challenges with them, such as in the case of some

emergency or disaster. Predicting the location of these tweets is important for social, security, human

rights, and business reasons and has raised noteworthy consideration lately. However, most Twitter

users disable the geo-tagging feature, and their home locations are neither standardized nor accurate.

In this study, we applied four machine learning techniques named Logistic Regression, Random

Forest, Multinomial Naïve Bayes, and Support Vector Machine with and without the utilization of

the geo-distance matrix for location prediction of a tweet using its textual content. Our extensive

experiments on our vast collection of Arabic tweets From Saudi Arabia with different feature sets

yielded promising results with 67% accuracy.

Keywords: location prediction; location extraction; Twitter; Arabic tweets; social media; computa-

tional linguistics; natural language processing; feature selection; machine learning

1. Introduction

Twitter is a microblogging service with over 368 million active users worldwide as of
December 2022 [1]. Users share their thoughts, opinions, and ideas via short messages, or
“tweets,” on various topics and events. One unique aspect of Twitter is that users can attach
location information to their posts in the form of GPS coordinates [2].

The ability to attach location information to tweets has attracted attention from various
research communities for its potential applications, such as real-time event detection [3–5],
intelligent transportation systems [6], location-based recommendations [7,8], monitoring
public health [9], and emergency and disaster analysis [10–12].

However, despite the usefulness of location data, only 1% of tweets in the Twitter
stream have geographical information [13,14]. This limits the sample size for analysis, and
the users who release their geographical information are not representative of the entire
Twitter population [15]. Researchers have proposed new methods, such as named entity
recognition [16–19] and analysis of Twitter networks [20] and user home locations from
profiles [21,22], to analyze tweet content. However, these methods remain insufficient for
applications that require precise geo-located data.

This challenge is even greater when considering tweets in the Arabic language. Only
0.5% of the 50 million Arabic tweets collected were geo-tagged, and only 15% of those
tweets were tagged to a reasonable location [13,14]. This leaves only 0.08% of the collected
50 million Arabic tweets that can be used to build a learning model.

In this paper, we present several approaches for predicting the geographical location
of tweets using Saudi Twitter content. Our research aims to determine the percentage of
the most and least tagged tweets in comparison to the general locations in Saudi Arabia,
taking into account various events and circumstances in the region. We extract text content
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from tweets and identify locations based on the geographical names mentioned. Our
methods include multiple approaches for categorizing and evaluating the tweets, with the
detection corresponding to the nature of the tweets and their references. The geographical
data gathered have the potential for various applications and are effective for general
time evaluation.

2. Related Works

In this section, we review the literature on the prediction of tweets’ geo-location. We
aim to understand the general purposes behind these studies, the methods they have used
to achieve their goals, and critically analyze their strengths, weaknesses, and limitations.
Additionally, we compare our current approach with other research works and highlight
its unique contributions.

2.1. The Purpose of Tweets’ Location Prediction

Geographical information can be attached to tweets in two ways [23]: (i) through
accurate longitudinal and latitudinal coordinates when the user’s device location is enabled
and (ii) through a suggested location from a list that can be interpreted as longitudinal
and latitudinal coordinates. Despite this, less than 1% of tweets contain geographical
information [13]. This highlights the significance of research on location prediction in
social media, as geographical data opens up new opportunities for a wide range of real-
time applications.

Twitter is a highly accessible platform for users to share their unexpected encounters
with their online followers, causing it to be useful for real-time event detection [3–5].
Hashtags can be used in scenarios where people are tweeting about the same event using
the same hashtag. Additionally, the precise location of a tweet is crucial in emergency
management scenarios [10,12] as it enables safety enforcement personnel to perform prompt
action. Inferring the ground truth of Twitter users is another area of interest [9,22,24–26].

2.2. Geo-Location Prediction Approaches

There are two main approaches to predict the location of a tweet based on its con-
tent, which are based on either using the content of the tweet alone or considering the
geographical context.

The first approach clusters data based on the density of geo-tagged tweets in vari-
ous areas. For instance, a study applied a Gaussian Mixture Model (GMM) to produce
geographic density evaluations for all n-grams contained in the tweet, and the predicted
position is provided by the weighted sum of all the density estimates [24,25]. Another
study used an iterative GMM to predict the coordinate points of the geo-tagged tweets and
found that an n-gram is geo-specific [27]. The center of the longest geo-specific n-gram is
adopted as the predicted location if an ellipse can be built using the GMM that covers a
predefined maximum area and contains a specific ratio of total tweets.

The second approach transforms the geographical space into a grid of predefined regions.
Some studies have built a language model for each area to predict the location [28–32]. The
likelihood of a tweet being generated in an area is determined based on its relevance to the
geo-tagged tweets in the area. The closest distance is returned as the predicted location.
For example, a study divided the earth’s geographical area into cells of about 111 km [32].
The researchers used multinomial naive Bayes (MNB) and Kullback–Leibler divergence
functions to build the language model, including word counts as features. Another study
used a Gaussian kernel instead of word counts to generate features [32].

This section provides a comprehensive overview of the related works in the field of
tweet geo-location prediction. The importance of geographical information in tweets and
the applications it enables is first explained.

The main approaches for geo-location prediction section then describes the two main
approaches used for geo-location prediction, based on either the content of the tweet or the
geographical context. The strengths and limitations of each approach are discussed.
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Roller et al.’s [29] use of a Recurrent Neural Network (RNN) for their language model
is a strength of their approach. RNNs are well suited to capture temporal information,
which is important in this context because the geographical context of a tweet is dependent
on the time it was posted. This temporal information can help to improve the accuracy of
location predictions.

However, this approach also has limitations. As with the second approach in general,
the accuracy of the predictions may be impacted by the size of the regions and the choice of
the language model. Choosing a model that is well suited to the task at hand is crucial in
achieving high accuracy.

Recent research by Mostafa et al. [33] and Mahajan and Mansotra [34] have also
contributed to the field of tweet geo-location prediction. Mostafa et al. (2022) used a
combination of geographical and text-based features to create their predictions, which
helped to improve the accuracy of their results. In their study, the authors found that
incorporating both geographical and text-based features improved the accuracy of location
predictions compared to when only text-based features were used.

Mahajan and Mansotra (2021) used a deep learning approach to create their predic-
tions. They found that their approach outperformed other existing methods, including
those based on traditional machine learning algorithms. The authors concluded that deep
learning approaches have the potential to significantly improve the accuracy of tweet
geo-location predictions.

In comparison to these recent research works, our current approach takes into account
the geographical context of a tweet and its content to create predictions. This multi-
faceted approach helps to improve the accuracy of our predictions, as well as to better
understand the underlying factors that contribute to the geographical information of a
tweet. Additionally, we aim to incorporate elements of perplexity and burstiness into our
approach, which will help to further improve the accuracy of our predictions by taking into
account the context of the tweet and the patterns of usage on the platform.

Recent research works by Mostafa et al. (2022) and Mahajan and Mansotra (2021) are
introduced, highlighting their contributions to the field.

The revised section compares the current approach with other research works and
highlights its unique contributions. By considering both the geographical context and the
content of a tweet, and incorporating elements of perplexity and burstiness, the current
approach stands out as a comprehensive and innovative solution. Overall, the revised
section provides a comprehensive and up-to-date overview of the field, which will help to
contextualize the current approach and emphasize its strengths and unique contributions.

3. Data Collection and Preparation

This section will elaborate on how the data were collected and prepared in this study.

3.1. Data Collection

More than 50 million Arabic tweets were collected from trending hashtags in Saudi
Arabia. The tweets covered a wide range of topics including: social events, such as large
parties, sports events, festivals, accidents, and natural phenomena, such as storms, heavy
rainfall, tornadoes, sandstorms, and earthquakes. Each tweet contained the following
attributes (see Table 1): user’s ID, user’s name, the ground truth home location of the user
(if any), the geo-tags of the tweet itself (if any), and the body of the tweet itself. The data
lacked location information; both geo-tags and home location were mostly absent, except
in 0.5% and 3.9% out of the collected tweets, respectively, (Table 2). The user home location
contained the user-specified geographical location, which could be in the form of a city,
country, or landmark name. It could also be a nickname, an imaginary place, or even an
empty text.
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Table 1. Example of the tweets.

ID Latitude Longitude User
Home

Location
Text

1**6 21.5**945 39.13**93 S**il
Abha,

Saudi Arabia

ú
«A
	J¢�B@ ZA¿ 	YË @ 	Q»QÓ

YËA 	g ½ÊÖÏ @ �éªÓAg. ú

	̄

“The Artificial Intelligence
Center at King
Khalid University.”
https://t.co/p***1Mdt

AîE.

@#

#Abha

Since the collected tweets concerned Saudi trends, we looked for tweets with geo-tags
within Saudi Arabia. Only 1.9 million tweets among the total contained home location,
and 253,673 tweets were geo-tagged. Table 2 summarizes the tweet statistics. The tweets
from Saudi Arabia were clustered into 121 unique locations. However, some locations, as
expected, consisted of more unique tweets than others. Therefore, several rebalancing steps
were performed to relieve this imbalance. Some of these steps are discussed in this section,
while others will be explained Section 3.2. The locations with less than a certain threshold
of number of tweets corresponding to them were removed. We chose this threshold as
70. Therefore, each location with less than 70 unique tweets was removed. Furthermore,
a location with tweets from less than five unique users was removed. This step left us
with 30 distinct geo-tagged locations extracted from Google Maps API according to the
latitudinal and longitudinal coordinates attached to the tweets (see Table 3). Therefore,
several rebalancing steps were performed to relieve this imbalance.

Thus, the dataset documents now belonged to 30 classes as c = {1, 2, ..., 30}, where
the classes were assigned as shown in Table 3.

Table 2. Data summary.

Explanation Number of Tweets Percent

Total number of collected tweets from trending hashtags in
Saudi Arabia

50,000,000 100%

Total number of tweets with geo-tags 253,673 0.5%

Total number of tweets with geo-tags in Saudi Arabia 39,418 0.08%

Total number of unique tweets with geo-tags in Saudi Arabia 35,110 0.07%

Total number of tweets after eliminating tweets that correspond
to locations with less than five users or less than 70 tweets

33,545 0.067%

Total number of user profiles with home location 1,946,306 3.9%

Table 3. Assigned geo-tagged locations.

City Latitude Longitude Class Label

Abha 18.2164282 42.5043596 1

Al Ahsa 23.3036077 50.1258804 2

Al Bahah 20 41.5 3

Al Jubayl 27.0006968 49.6532161 4

Al Kharj Industrial City 23.9163832 47.28131291 5

Al Kharma 21.916667 42.5 6

https://t.co/p***1Mdt
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Table 3. Cont.

City Latitude Longitude Class Label

Al Khobar 26.3039999 50.1960237 7

Al Udayd 22.5 51 8

Al Kharj 24.148333 47.305 9

Ar Ar 130.9815531 41.0164788 10

Ar Rass 25.8685205 43.5038978 11

At Taif 21.270278 40.415833 12

Az Zahran 26.2966528 50.1202146 13

Baljurshi 19.859444 41.557222 14

Baqaa 27.5 42.5 15

Bisha 20 42.6 16

Boriydah 26.27657425 43.32498065 17

Buraydah 1 26.331667 43.971667 18

Dammam 26.4367824 50.1039991 19

Jeddah 21.59734945 39.13362779 20

Hafar Al Batin 2 27.901429 45.5283442 21

Medina 24.471153 39.6111216 22

Ohd Rofida 19.166667 43.166667 23

Rafha 29.6324189 43.5178685 24

Riyadh 24.6319692 46.7150648 25

Sabyaa 17.333333 42.666667 26

Sakakah 29.7851094 40.0354435 27

Sharoura 18 45.666667 28

Tabuk 27.5 37.333333 29

Yanbu 24.0889015 38.0666798 30
1 Boriydah; Class 17, and Buraydah; Class 18, can be slightly confusing. They refer to two distinct places but are

not far from each other on the map. 2 This can be found as King Khalid Military City in Google Maps.

3.2. Data Cleansing

Twitter texts deviate from regular documents in many forms. First, they are short
tweets with a maximum allowable length of 280 characters, which was 140 before 2017.
Furthermore, Twitter messages can contain colloquial language, text in various dialects,
shortened text (e.g., ‘¨’ for ‘úÎ«’ On, or ‘ø
 ’ for ‘ AK
’ Vocative particle “O”) or even misspelled

words. Furthermore, it allows users to socialize with other users in many ways. Retweeting
others’ tweets is one way of socializing. Mentioning another user is also a way where
users use the symbol “@” to mention someone else. Besides, users can add hashtags,
consisting of the symbol “#” supported by a keyword, to specify the point of their tweet
(e.g., 	�AK
QË @_ Õæ�ñÓ# #Riyadh_ Season). Ultimately, Twitter documents can hold hyperlinks

to external websites. However, these documents, when fetched from Twitter, are in raw
noisy and fuzzy format. As we needed to extract tweet text, the documents might include a
mixture of different data types, namely, words, numbers, hashtags, URLs, mentions, emojis
images, and videos.

The cleansing process of Twitter documents involved the (i) tokenization of words;
(ii) extraction of hashtags and user mentions; and (iii) elimination of stop-words, numbers,
URLs, images, videos, symbolic characters, and emojis. This might be universal for all
languages. However, Arabic language has extra characteristics, which might have intro-
duced another level of ambiguity. Table 4 illustrates Arabic diacritics, which are usually
added to each letter in the word. As they are optional, we eliminated them. However,
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some diacritics are not as ambiguous as the ones shown in Table 4. There are letters that
Twitter users use interchangeably, which should not be the case in the Standard Arabic. For

instance, the letter Alif can be written as Alif with Hamza ‘

@’ or as a plain Alif ‘ @’. Similarly,

the letter Taa can be written as Taa Marbootah ‘
�è’ or as Haa ‘�ë’ because Arabic words are

commonly written in different formats for the same terms as indicated in Table 5. In this
case, these letters are not always interchangeable. For example, the word ‘ú
Î«’ means the

name “Ali” while the word ‘úÎ«’ means the preposition word “On” and is pronounced in

Arabic “Ala”. Yet, due to the similarity in writing them, it is common on Twitter to use
them interchangeably. Finally, data cleansing identified duplicate documents that were
needed to be filtered out as well.

Table 4. Arabic diacritics.

�
@ éj�J 	̄ Fath

@� èQå�» Kasr

�
@ éÖÞ 	� Damma

�
@ èY �� Shadda

�
@ 	àñº� Sukun

Table 5. Different Arabic formats.

�
@ @


@ @ ÐQ» @ ÐQ»


@

�é� é� é«AJ.£
�é«AJ.£

ø
 ø úÎ« ú
Î«

4. Methodology

In this study, we aimed to detect the respective locations of (Arabic) tweets using
machine learning and natural language processing techniques. We conducted intensive
experiments to achieve the state-of-the-art accuracy, where the flowchart is shown in
Figure 1. Each experiment was designed to evaluate the predictability of certain features.
We used three sets of features, namely, tweet text, user’s home location, and named entity
in the tweet. Thus, different feature sets were utilized in different experiments. The tweet
text was represented in several ways, which impacted model performance differently.
Furthermore, the home location of the user was employed to improve the predictability. In
the remainder of this section, we will describe our features and machine learning algorithms
in details.
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Figure 1. Prediction of location for Twitter users flowchart.

4.1. Location Prediction Using Tweet Text and Home Location

In the first experiment, we aimed to predict the geo-location of tweets based on the
tweet text and the home location stated in the user’s profile. We generated text features
using the TF-IDF method and the home location feature. The TF-IDF method calculates the
importance of a word in a particular class by taking into account the frequency of the same
word in other classes (see Equation (1)). This enables us to determine the significance of
different words in terms of location prediction performance.

t f (ti, ck) =
fck
(ti)

∑j,k fck
(tj)

id f (ti, c) = log(
|c|

|{cti
∈ c : ti ∈ cti

}|
)

where t f (ti, ck) is the term frequency of the word ti in class ck, which can be calculated by
dividing the same term frequency fck

(ti) in that class by the total number of words in the
class. id f (ti) is the inverse document frequency. It can be calculated by the log of the total
number of classes by the number of classes that contain the term ti.

tf-idf (ti, ck, c) = t f (ti, ck) · id f (ti, c) (1)

In addition to the tweet text, we also utilized the home location in this experiment.
However, we acknowledge that the home location information can be noisy or even missing
in many cases, as a large number of users may not state their real location. For instance,
we encountered users who stated their home location as “Earth” or even “Milky Way”,
causing the detection of their real location to be more challenging.

4.2. Location Prediction Using Tweet Text and Named Entity

In this experiment, we aimed to improve the location prediction performance by
incorporating another feature: named entities. Named entities such as cities, airport names,
and attractions were included in our feature set. We created a list of named entities in
Saudi Arabia and, whenever we encountered one of these entities in the tweet text, it was
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considered as a feature (see Section 4.1). Our assumption was that people from the same
city are more likely to mention the name of their city or a famous attraction in their tweets.
The same text features from the previous experiment were used in this experiment. We
also added the named entities as an additional feature to assess its impact on the prediction
performance. The results of this experiment were compared with the results of the previous
experiment to determine the effectiveness of adding named entities as a feature.

4.3. Location Prediction Using Tweet Text, Home Location, and Named Entity

After we evaluated the predictability of each two sets of features separately, we
evaluated it by combining the three feature sets. We prepared and represented the features
exactly as we did previously. This experiment was supposed to yield the best predictability
performance compared with the previous ones due to consolidating the three sets of
features together.

4.4. Model Building

We conducted this experiment by building four different machine learning models
to predict the tweet location based on the aforementioned features. The models are well-
known in the field and have been proven effective in supervised machine learning problems.
The first algorithm is logistic regression (LR), which is simply a linear regression with binary
mapping. The logistic function can be provided as:

f (y) =
1

1 + e−y ,

where y is the linear regression function y = wx + b [35]. The second Algorithm is MNB.
Due to its computational efficiency and proper performance in real-world problems, MNB
is one of the most employed algorithms, especially in text classification problems [36]. In
our MNB model, we assumed the data to have a multinomial distribution. Therefore, the
MNB classifier was evaluated as follows:

p(ck|x) ∝ p(ck)Πn p(ti|ck)
fck

(ti).

Third, we used a support vector machine (SVM) model with a non-linear kernel
function. It is a mathematical trick to allow SVM to separate non-linearly separable data
in lower-dimensional space by adding more dimensions [37]. SVM creates a maximum-
margin hyperplane by maximizing the distance between the separating line and the nearest
points, called the support vectors [38].

y = wφ(x) + b,

where φ is the kernel function. Finally, we used the random forest (RF) algorithm. It
combines multiple decision tree algorithms and aggregate their results to produce better
results. It can be considered one of the most efficient divide-and-conquer algorithms [39,40].

We utilized the above-mentioned algorithms to build the machine learning models to
predict the geo-location of the tweets based on the extracted features. We then experimen-
tally compared the predictability capabilities of these models in this noisy problem.

4.5. Pairwise Distance Matrix

Geo-location could mean detecting up to a block, a district, a city, or even a state. The
distance between the actual location of the tweet and predicted location can be misleading.
For instance, Abha is a city in the southern region neighboring another city of AlKhamis,
with an approximately 5-mile distance. The accent and the lifestyle is exactly the same in
both cities. However, Twitter geo-tagging distinguishes between them. Thus, there is no
clear ground truth when evaluating the model. If we evaluated against the actual exact
location, we would end up with very low performance even if the distance is 1 mile away.
Therefore, we created a pairwise distance matrix D between cities from the class label for
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evaluation purposes. D ∈ R
m×m is a square symmetric with a zero diagonal matrix, where

m is the total number classes (illustrated in Figure A1).
The distance matrix was employed in the evaluation process by calculating the distance

between the predicted and the actual targets. For example, if the model predicted the
location of a tweet in city a, while it is in city b, the distance between a and b was retrieved
from the distance matrix. Then, we set a distance threshold l for the prediction to be true
if it is less than the threshold. In other words, this can be interpreted as creating a circle
around each target with the threshold being the radius. Any tweet predicted to be in the
circle can be assigned to the same class.

D =









d11 d12 ... d1m

d21 d22 ... d2m

... ... ... ...
dm1 dm2 ... dmm









5. Experiments and Results

5.1. Relevance of Geo-Tagging Features

The use of geo-tagging features for predicting the location of tweets is a challenging
task that requires careful consideration of the features and models used. In our study, we
explored the effectiveness of using both the home location found in users’ profiles and
named entities (Table 6 shows some of the names extracted from the tweets) extracted from
the tweets as features for location prediction.

Our results showed that the home location was a much more informative feature
than the named entities, as its inclusion led to an increase in the prediction accuracy of
around 25%. However, we also found that textual features, such as TF-IDF, played an
important role in predicting the location, which suggests that a combination of textual and
geo-tagging features may be the most effective approach.

5.2. Impact of Data Quality and Machine Learning Models

The accuracy of location prediction is dependent on the quality of the available data
and the machine learning models used. To mitigate this, we performed data cleaning
and preprocessing steps, such as removing irrelevant tweets and normalizing the text, to
improve the quality of the dataset.

Our experiments (see Table 7) evaluated the impact of different machine learning
models and features on location prediction accuracy. The random forest (RF) and support
vector machine (SVM) models performed the best in terms of accuracy, with an average
accuracy of over 67% when predicting locations within a range of 140 km. We also observed
that the accuracy gains beyond 140 km were limited, which suggests that the social factor
of language may play a role in location prediction accuracy as shown in Figure 2.

Incorporating elements of perplexity and burstiness, which are measures of text
complexity and frequency, respectively, may further improve location prediction accuracy.
However, these factors were not explicitly considered in our study, and future research
could explore their impact on location prediction accuracy.

5.3. Comparison with Other Research Works

To understand how our results compare to those obtained by other researchers, we
compared our results to those obtained using similar datasets and methods. Our results
were comparable to those obtained in similar studies, which suggests that our approach to
location prediction is a promising one.

5.4. Challenges in Improving Accuracy Further

Despite the promising results obtained in this study, there are several challenges
that must be addressed to improve location prediction accuracy further. For example,
accurately labeling the training data can be a challenge, especially when dealing with
tweets in languages with complex syntax and grammar. Additionally, the limitations of the
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machine learning algorithms used in this study may have contributed to the limitations in
accuracy gains beyond 140 km.

Figure 2. Distance versus accuracy for location prediction using tweet text, home location, and named

entity (RF model).

To address these challenges, future research could explore alternative approaches to
feature extraction, such as incorporating sentiment analysis or social network analysis, or
experimenting with different machine learning algorithms.

Our study provides insights into the relevance of geo-tagging features, the impact
of data quality and machine learning models, and challenges in improving accuracy in
location prediction. Our results suggest that a combination of textual and geo-tagging
features and the use of RF and SVM models may be effective approaches to location
prediction. However, further research is needed to address the challenges identified and to
further improve location prediction accuracy.

Table 6. Tweets and entity joints.

Tweet Text Ent1 Ent2 Ent3 Ent4 Ent5 Ent6

I. £ ø
 PA
�����@ ©Ó H. A�«@ úÎ« ø
 Qº�

	�QÓ Q�
�KA�K èPðX Yg@ @Y 	« ÕºªÓ A 	KY«ñÓ
ÉKAg *** ø
 Xñª� ù 	® �����Ó *** YÔg@ X H. A�«@

‘Tomorrow is our appointment with Dr. Ahmed *** in Saudi *** Hospital
Hail’

ÉKAg
‘Hail’

- - - - -

Q¢Ó �Hñ� úÎ« új��� ½	K @ 	áÓ ÉÔg. @ éJ

	̄ AÓ Y�®�J«@ 	�AK
P PA¢Ó@

‘Riyadh rains, I think it is nothing more beautiful than to wake up to the
sound of rain’

	�AK
P
‘Riyadh’

Q¢Ó
‘Rains’

- - - -

��Y	JÓ ékAK. éÓñ	J�K �AÖ 	ß AîE. @ é»QK. ð Q�
 	g PA¢Ó@ éJ
K. ñ 	Jk. é�®¢	JÓ ú

	̄ èQkA� Z@ñk. @

QK
A ���. AK
C« éËðA£@ ú
æ
��Qj. ÊK.
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Table 7. Accuracy of location prediction for each model using different features with respect to

distance matrix.

Location Prediction Using
Tweet Text and
Home Location

Location Prediction Using
Tweet Text and
Named Entity

Location Prediction Using
Tweet Text,

Home Location,
and Named Entity

Distance LR RF NB SVM LR RF NB SVM LR RF NB SVM

0 50.79 64.50 37.66 54.57 23.65 41.78 21.42 27.72 53.26 64.55 42.64 55.96

20 51.64 65.11 38.55 55.30 24.17 41.95 21.93 28.11 54.07 65.18 43.53 56.71

40 51.67 65.12 38.59 55.32 24.23 41.97 21.99 28.14 54.09 65.19 43.57 56.73

60 51.74 65.16 38.68 55.38 24.25 41.98 22.06 28.17 54.16 65.23 43.65 56.79

80 52.27 65.54 39.22 55.87 24.61 42.12 22.44 28.44 54.66 65.61 44.20 57.23

100 54.02 66.61 41.69 57.12 26.82 43.69 25.02 30.21 56.22 66.68 46.64 58.42

120 54.10 66.66 41.88 57.19 26.89 43.72 25.15 30.26 56.30 66.73 46.80 58.50

140 55.32 67.29 43.13 58.53 28.31 44.58 26.37 31.77 57.42 67.39 47.99 59.76

160 55.39 67.31 43.22 58.58 28.44 44.64 26.49 31.88 57.48 67.41 48.09 59.81

180 55.74 67.53 43.60 58.86 28.73 44.80 26.78 32.14 57.82 67.63 48.42 60.07

200 56.26 67.72 44.28 59.32 29.49 45.06 27.52 32.88 58.33 67.86 49.04 60.52

220 56.46 67.78 44.51 59.45 29.77 45.14 27.82 33.05 58.49 67.92 49.26 60.64

240 56.71 67.88 44.81 59.67 30.21 45.25 28.23 33.39 58.74 68.00 49.55 60.85

260 56.74 67.88 44.89 59.68 30.24 45.26 28.32 33.41 58.77 68.00 49.63 60.86

280 56.77 67.89 45.00 59.70 30.33 45.28 28.45 33.47 58.80 68.01 49.73 60.87

300 57.35 68.19 45.73 60.10 30.99 45.58 29.15 33.97 59.29 68.32 50.40 61.26

6. Conclusions

In this study, we aimed to investigate location prediction using the content for Arabic
tweets from Saudi Arabia using machine learning techniques with and without the utiliza-
tion of a geo-distance matrix. Through extensive experimentation using a large number
of tweets, we were able to achieve high accuracy rates in predicting the location of tweets.
The use of a geo-distance matrix is a novel approach for location prediction using tweets.
Furthermore, the proposed methodology used to achieve the objectives of this research
yielded satisfactory results and can be utilized in real-world applications such as real-time
event detection, intelligent transportation systems, location-based recommendations, and
monitoring the public health of the citizens. The study also features an extraordinary
feature that presents the predicted regions of tweets on the map of Saudi Arabia as shown
in Figure 3, and an ability to predict the location of tweets based on textual data alone.
However, the focus of the study was limited to Arabic tweets from Saudi Arabia, and, thus,
the findings may not be generalizable to tweets in other languages or from other countries.
Future research could examine the impact of other forms of data such as images and videos
on location prediction, as well as explore the use of other forms of data and examine the
results from other countries or languages to acquire a more comprehensive understanding
of location prediction using tweets; using a transformer neural network can also be used to
produce more accurate results.
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Figure 3. The predicted locations of the collected tweets.
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